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ABSTRACT

Nowadays, real-time 3D scanning and reconstruction becomes a requirement for a variety of interactive applications in various fields, including heritage science, gaming, engineering, landscape topography, and medicine. From the introduction of 3D scanning, which allowed the representation of real world or synthetic objects into the virtual world, hardware and software advances have seen tremendous progress. However, despite the continuous improvement of the new generation image sensors and acquisition techniques, the acquired data are often corrupted by the low-frequency noise, outliers, misalignment, missing data, and variations in point density. These effects are amplified if the low-cost sensors and hardware are being used (e.g., mobile devices); thus, the acquisition and communication cost per datum is driven to a minimum. This paper provides a comprehensive review of the ongoing efforts in geometry and signal processing, describing several models from a wide range of signal processing relevant tasks, such as robust principal component analysis, compressive sampling, and matrix completion. Various scalable architectures and optimization algorithms are analyzed and reviewed, revealing significant insights into the fundamental processing operations and the involved implementation tradeoffs. Moreover, the impact of sparse modeling and optimization tools to several 3D mesh processing tasks, such as completion of missing data, feature preserving noise removal, and rejection of outliers, is illustrated via test cases with several constraints posed by the arbitrarily complex animated scenarios. Finally, the identified limitations together with the potential open research directions are also presented for future research efforts toward modeling and optimization for static and dynamic 3D models.
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I. INTRODUCTION

The rapid advancements in computational methods, optics, and graphics computing have significantly contributed to the evolution of 3D scanning technologies and the acquisition of dynamically deforming 3D shapes at sustained video rates. Today’s 3D scanning devices are capable of capturing dynamic 3D scenes (e.g., humans in motion, 3D scenes from a moving camera) in real time facilitating several tasks in diverse fields such as archaeology, landscape topography, gaming, engineering and medicine. Virtual and Augmented Reality (VR/AR) which represents a real-time fusion between real-world geometry and 3D graphics being rendered live to the user; immersive technologies to provide immediate feedback to users during 3D scanning; autonomous guidance for robots which permits the rapid respond to changes of their environment (e.g., robotic surgery).

From the early days of photography, there are several attempts to capture shape by optical means. In the 1860s, Francois Villemé invented a process known as photosculpture [1] by using a set of 24 cameras. However, the process...
required a substantial investment in cameras, projection and reproduction systems, while a professional sculptor was still needed for fine tuning the pieces. The reliable generation of the shape of real-world scenes has regained substantial interest with the advent of computers. The use of calibrated digital cameras to recover with high accuracy the position of features in the scene is a well-established technique that operates under ambient illumination and is known as \textit{passive approach}. Passive systems offer high accuracy on well-defined features, e.g., corners and edges. However, the output geometry of unmarked surfaces is highly affected by the ambient light since hard to be measured using passive systems. \textit{Active systems} on the other hand, provide their own illumination and the features to be measured so that they can easily capture surfaces in most environments [2]. There are many \textit{active} 3D scanning technologies while some of the most widely adopted are: (i) structured light systems and (ii) Laser Imaging Detection and Ranging (LIDAR) systems.

The resolution and accuracy of the new generation 3D scanning systems are constantly improving, however, the generated surface usually contain a variety of imperfections (e.g., noise, outliers, sampling density, misalignment and missing data [3]–[5]), owing to occlusions and the scanners physical limitations. These effects pose significant challenges for reconstruction of static and dynamic surfaces representing the rigid body and highly deformable motions. While they can be mitigated by applying effective denoising, in painting, filtering and compression techniques to the dense captured geometry, the tremendous computing resources required due to the high spatiotemporal resolution bring significant challenges to be solved. The challenges become even more demanding in real-time scenarios, such as immersive communications (e.g., streaming) and content creation applications, where decentralized processing in parallelized multicore systems is preferred.

Usually, in order to represent 3D models in applications, polygon modeling via 3D meshes is being used to approximate surfaces. In general, 3D meshes consist of vertices that provide the geometry information and polygons that connect the vertices. Dynamic meshes are defined as a series of static, mainly triangular, meshes representing a 3D animation that usually appears in two forms: \textit{rigid} and \textit{soft-body} motions. In rigid-body animations, the relative position of two adjacent vertices between consecutive 3D meshes stays fixed and the body moves as one entity. Although the assumption that the bodies are rigid simplifies their representation, it does not allow the capturing of many realistic motions of deformable objects. To overcome this limitation, soft-body dynamics has been widely adopted for simulating the motion and properties of deformable objects, also known as soft-bodies. Unlike rigid-bodies, the shape of soft-bodies changes over time, meaning that the relative distance of two vertices between consecutive meshes does not remain fixed. In both cases, the captured geometry has a rich spatiotemporal structure which can be efficiently exploited using fast and effective approaches to overcome the aforementioned challenges.

Among our motivations for writing this review article were the results of an extensive literature overview, we performed regarding recent advances for the research areas under consideration (mostly for the time window 2006 to 2018). More specifically, the top world’s leading scientific, research and development publication indexing databases, Elsevier’s Scopus and Web of Science (WoS) by Clarivate Analytics, yield thousand results if keywords as “low rank”, “sparsity”, “3D scanning” and “point cloud consolidation” are included in the searching title or keyword. By inspecting this results, it can be easily observed that the total number of relevant publications has been remarkably increased. More than 100 selected articles, which are closely related to the application of sparse modeling and optimization tools on static and dynamic 3D meshes, have been studied. Motivated by this extensive literature study, the scope of this article is to provide a comprehensive review of recent approaches capitalizing on the low-rank property of the captured geometry of both rigid and soft-body motions and the sparsity of: i) the outliers and ii) the sharp geometric features (e.g., corners and edges), allowing benefits from rank minimization, compressive sampling, and robust principal component analysis when processing the captured geometry of dynamic meshes that might contain outliers, noise, and nonuniformities. This article analyzes and assesses scalable architectures, optimization algorithms and it suggests possible future research directions to be tackled by scientists and engineers in the field [6]. Evaluation studies carried out using captured static and dynamic 3D scenes, reveal fundamental insights into the various signal processing tasks involved when dealing with scanning imperfection attributed to occlusions and physical limitations of the device. Undoubtedly, the presented state of the art computationally intelligent approaches, based on signal processing (SP) methodologies, are expected to play a crucial role in this exciting endeavor and inspire also new SP techniques in the field of static and dynamic 3D mesh processing.

Organization: Basic definitions related to static and dynamic 3D models are provided in Section II. Section III provides a comprehensive review of prior art on exploiting the rich spatiotemporal structure, of the captured static and dynamic 3D geometry, using sparse modeling and optimization tools. Section IV analyzes state of the art centralized optimization algorithms for dealing with a variety of scanning imperfections and the article is wrapped up with a few open research directions in Section VI.

\textbf{Notation:} $A^T$, $A^*$, $A^H$, and $\|A\|_F$ represent $A$’s transpose, conjugate transpose, Hermitian transpose, and Frobenius norm; the inner product of two matrices $X, Y$ is defined as $(X, Y) = \text{tr}(X^H Y)$; $\text{diag}(x)$ denotes the diagonal matrix which is constructed based on the vector $x$; $(x)_+ = \max(0, x)$ which represents the positive part of $x$; $\circ$ denotes the Hadamard (element-wise) product; $[X]_{i,j}$ denotes the element of the matrix $X$ at the $i$-th row and $j$-th column [7]; $\|X\|_*$ denotes the nuclear norm of the matrix $X$, where $\sigma_k(X)$ is the $k$-th singular value of the matrix;
Operands $\circ$ and $\otimes$ denote the matrix Hadamard and Kronecker products, respectively. The $l_0$ norm of a vector is defined as $\|x\|_0 = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p}$ and the $l_1$ norm of a matrix is defined as the sum of the absolute values of its elements $\|M\|_{1} = \sum_{ij} |M_{ij}|$; $\Re$ represents the set of real numbers.

II. 3D MESHES: BASIC DEFINITIONS AND TOOLS

The analysis and processing of static and highly deformable 3D objects facilitate new discoveries in various scientific areas, such as neuroscience, astrophysics, mechanical and civil engineering [8]. These objects are digitized using different 3D acquisition technologies, including computational tomography (CT), 3D LIDAR, ultrasound, magnetic resonance imaging, and structured light, to name a few. Recently, there has been increasing interest for reliable generation of 3D content in other fields industries, including remote sensing, aerospace, and dynamic 3D meshes.

A. BASIC DEFINITIONS

3D meshes are described by a set of vertices corresponding to the geometric information and a set of polygons, also known as faces that determine elementary surfaces, as shown in Fig. 1 (a). The output of a 3D scanning process is a sequence of unstructured point clouds (e.g., vertices), which are then transformed into a surface mesh, after applying a surface reconstruction method that generates the connectivity information. In this work, we focus on triangle meshes since they are the most widely adopted polygon meshes. A triangle mesh $M$ with $n$ vertices is defined as $\mathcal{M} = (\mathcal{V}, \mathcal{F})$, where $\mathcal{V}$ corresponds to the vertices that represent also a Point Cloud (PC) and $\mathcal{F}$ is a set with the indexed faces. The corresponding set of edges $\mathcal{E}$, are directly derived from sets $\mathcal{V}$ and $\mathcal{F}$. A vertex is defined by its absolute Cartesian coordinates and is represented as a $3 \times 1$ vector $\mathbf{v}_i = [x_i, y_i, z_i]^T$. Therefore the mesh vertices can be also seen as a three-dimensional graph signal $\mathbf{M} = [\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n] \in \Re^{3 \times n}$. A neighbourhood of $\mathbf{v}_i$ in $\mathbf{M}$ corresponds to the set $\mathcal{N}_i$ of vertex indices $j$ connected to $i$ by an edge $(i,j)$.

$$\mathcal{N}_i = \{ j | (i, j) \in \mathcal{E} \}.$$  (1)

Any vertex that belongs to the neighbourhood $\mathcal{N}_i$ is a topological neighbor of $i$. The differential (or $\delta$) coordinates of a mesh are calculated as the difference between the coordinates of each vertex $\mathbf{v}_i$ and the coordinates of the neighborhood barycenter, e.g.,

$$\delta_i = [\delta_{x_i}, \delta_{y_i}, \delta_{z_i}]^T = \mathbf{v}_i - 1/|\mathcal{N}_i| \sum_{j \in \mathcal{N}_i} \mathbf{v}_j,$$  (2)

where $d_i = |\mathcal{N}_i|$ corresponds to the number of neighbours of vertex $i$, also known as degree of $\mathbf{v}_i$ [9]. The direction of $\delta_i$ approximates the curvature flow normals as it is also shown in Fig. 2, i.e., $\delta_i = -\mathcal{H}(\mathbf{v}_i) n_i$ [10], where $\mathcal{H}(\mathbf{v}_i)$ represents the mean curvature at $\mathbf{v}_i$ and $\gamma$ is a closed surface curve around $\mathbf{v}_i$ and $|\gamma|$ is the length of $\gamma$. Moreover, it should be noted that for a face $f_i \in \mathcal{F}$, the normal can be computed as:

$$\mathbf{n}_i = \frac{(\mathbf{v}_{i2} - \mathbf{v}_{i1}) \times (\mathbf{v}_{i3} - \mathbf{v}_{i1})}{\| (\mathbf{v}_{i2} - \mathbf{v}_{i1}) \times (\mathbf{v}_{i3} - \mathbf{v}_{i1}) \|_2}$$  (3)

where $\times$ corresponds to the cross product operation, $\mathbf{v}_{i1}, \mathbf{v}_{i2}$ and $\mathbf{v}_{i3}$ are the position of the associated vertices in a fixed orientation. Each normal $\mathbf{n}_i$ is associated with the face centroid $\mathbf{c}_i = (\mathbf{v}_{i1} + \mathbf{v}_{i2} + \mathbf{v}_{i3})/3$ as shown in Fig. 3.

B. FILTERING MESH GEOMETRY

Mesh filtering is usually adopted for improving imperfect meshes obtained by 3D acquisition devices (e.g., surface reconstruction from CT scans). Taubin [10] first introduced the use of Laplacian operators for discrete geometry processing. To overcome the smoothing effects, several...
works suggested the use of the bilateral filter [11], either directly to the vertices [12], [13] or to the normals associated with the faces. In the second case, the feature preserving bilateral process is then followed by a vertex updating scheme [14]–[16]. In the rest part, we focus on approaches that have been widely used for filtering either the vertex positions and/or the normals associated with the centroids of the faces.

1) FILTERING VERTEX POSITIONS
Several works make use of the Laplacian operator for evaluating the delta coordinates and filtering the vertex coordinates. Assuming that the connectivity information is provided (e.g., set of faces \( F \)), then we can define the adjacency matrix \( C \in \mathbb{R}^{n \times n} \) with elements:

\[
C_{(i,j)} = \begin{cases} 
\text{wij} & (i,j) \in E \\
0 & \text{otherwise}
\end{cases}
\]

(4)

where \( w_{ij} \) can either take the value 1 (binary adjacency) or weighted values (e.g., \( e^{-|\mathbf{v}_i - \mathbf{v}_j|^2/(2\sigma^2)} \)) in case of weighted adjacency, with \( \sigma \) denoting the variance of the threshold for edge existence. The Laplacian operator can be written also in matrix form as:

\[
L = D - C
\]

(5)

and \( D \) is the diagonal degree matrix with \( D_{(i,i)} = |N(i)| \).

In the literature, the normalized Laplacian is also known as graph Laplacian and is defined as \( \tilde{L} = D^{-1/2}LD^{-1/2} \). Matrix \( \tilde{L} \) has the same spectrum with the symmetric Tutte Laplacian [17] \( L = D^{-1/2}LD^{-1/2} = D^{-1}L \), symmetry facilitates the computation of the eigenvectors of \( L \).

The Laplacian operator can be also defined if we assume that the connectivity information is not available. In such case, we usually consider the graph \( G = (V,E,W) \) where \( V = \{v_{ij} \mid i,j = 1,\ldots,n \} \) is the set with the non-negative weights and \( E \) is the set of edges. These graph weights can be constructed either by utilizing the \( \epsilon \in \mathbb{N} \) neighborhoods (\( \epsilon\)-N) and/or the \( k \in \mathbb{N} \) nearest neighbors (\( k\)-NN). At this point it should be noted that the \( \epsilon\)-N graphs are symmetric and more geometrically meaningful. However \( \epsilon \) should be carefully selected, since there are cases where specific values of \( \epsilon \) could lead to dense or disconnected graphs, contrary to the \( k\)-NN graphs which usually correspond to connected graphs. In the following part we employ \( k\)-NN binary weighted graphs for the derivations of the Laplacian matrix \( L \) which is defined in Eq. (5) and can be employed in order to provide a proximity metric for the point cloud geometry. Let as assume that the eigenvalue decomposition of the constructed graph Laplacian \( L \) is written as:

\[
L = U\Lambda U^T
\]

(6)

where \( \Lambda \) is a diagonal matrix consisting of the eigenvalues of \( L \) and \( U = [u_1, \ldots, u_n] \) is the matrix with the eigenvectors \( u_i \in \mathbb{R}^{n \times 1} \forall i = 1, \ldots, n \) that span the graph Fourier basis. Similar to classical Fourier transform, the eigenvectors and eigenvalues of the Laplacian matrix \( L \) provide a spectral interpretation of the 3D signal [18]. The Graph Fourier Transform (GFT) and the inverse GFT of the vertex coordinates is defined as:

\[
\text{GFT} : \tilde{v} = U^T v \quad (7)
\]

\[
\text{IGFT} : v = U\tilde{v}. \quad (8)
\]

2) FILTERING FACE NORMALS
Several works suggest filtering the normals instead of the vertices since they are considered as reliable indicators of geometric features (e.g., corner or edges). For example, an edge is indicated by a large difference between the normals of its two incident faces. The bilateral filter output of

FIGURE 2. The direction of the differential coordinate vector approximates the local normal direction [10].

FIGURE 3. Normal vectors \( n_i \) associated with the face centroids \( c_i \).

FIGURE 4. Compact representation of the Armadillo geometry using a different number of eigenvectors of the graph Laplacian: (i) original geometry, (ii) compact representation using 90% (those that correspond to small eigenvalues) of the eigenvectors (iii) compact representation using 25% of the eigenvectors (iv) compact representation using 10% of the eigenvectors. Note that the surface attains more high-frequency detail as we increase the number of eigenvectors.
the \( n_f \) face normals \( \mathbf{n}_i, i = 1, \ldots, n_f \), using a normal guidance unit vector \( \mathbf{g}_i \) that is associated with face \( f_i \) and is calculated as a weighted average of normals in a neighborhood of \( i \), is computed by:

\[
\hat{\mathbf{n}}_i = \frac{1}{W_i} \sum_{j \in \mathcal{N}_j} A_j K_s (\mathbf{c}_i, \mathbf{c}_j) K_r (\mathbf{g}_i, \mathbf{g}_j) \mathbf{n}_j
\]

where \( \mathcal{N}_j = \{ f_j | f_j \text{ is adjacent to } f_i \} \) is the set of faces in a neighborhood of \( f_i \), \( A_j \) is the area of face \( f_j \), \( W_i \) is a weight that ensures that \( \hat{\mathbf{n}}_i \) is a unit vector and \( K_s, K_r \) are the spatial and range Gaussian kernels defined in Eqs. (10) and (11). More specifically, \( K_s \) and \( K_r \) decrease monotonically with respect to the distance of the centroids \( \mathbf{c}_i \) and \( \mathbf{c}_j \), and with the proximity of the guidance normals \( \mathbf{g}_i, \mathbf{g}_j \) that lie on the unit sphere:

\[
K_s (\mathbf{c}_i, \mathbf{c}_j) = e^{-\frac{\| \mathbf{c}_i - \mathbf{c}_j \|^2}{2\sigma^2}}
\]

\[
K_r (\mathbf{g}_i, \mathbf{g}_j) = e^{-\frac{\| \mathbf{g}_i - \mathbf{g}_j \|^2}{2\sigma^2}}
\]

where \( \sigma_s, \sigma_r \) are variance parameters. The output normals are then used to update the vertices in order to match the new normal directions \( \mathbf{n}_i \), according to the iterative approach proposed in [19]. More specifically, the vertex positions \( \mathbf{v}_{i_1}, \mathbf{v}_{i_2}, \mathbf{v}_{i_3} \) of a face \( f_i \) are updated by:

\[
\mathbf{v}_{i_j}^{(t+1)} = \mathbf{v}_{i_j}^{(t)} + \frac{1}{W_{ij}} \sum_{j \in \mathcal{F}_{ij}} \hat{\mathbf{n}}_j \left[ \hat{\mathbf{n}}_j^T (\mathbf{c}_i^{(t)} - \mathbf{v}_{i_j}^{(t)}) \right]
\]

\[
\mathbf{c}_i^{(t)} = \frac{\mathbf{v}_{i_1}^{(t)} + \mathbf{v}_{i_2}^{(t)} + \mathbf{v}_{i_3}^{(t)}}{3}
\]

where \( t \) is the iteration number, \( \mathcal{F}_{ij} \) is the index set of incident faces for \( \mathbf{v}_{i_j} \). This iterative process corresponds to a gradient descent process, applied for identifying the minimum energy cost across all faces, defined by:

\[
\sum_{i \in \mathcal{F}_i} \left| \hat{\mathbf{n}}_i^T (\mathbf{c}_i^{(t)} - \mathbf{v}_{i_j}^{(t)}) \right|^2, \quad j = 1, 2, 3.
\]

This term penalizes any displacement which is perpendicular to the tangent plane defined by the vertex position \( \mathbf{v}_{i_j}^{(t)} \) and the local surface normal \( \hat{\mathbf{n}}_j \).

C. Dynamic Geometries: Low-Rank Approximations and PCA Based Processing

A dynamic mesh is defined as a series of \( k \) static, mainly triangular, meshes representing a 3D animation, as shown in Fig. 1 (b). These meshes \( \mathbf{M}_1, \ldots, \mathbf{M}_k \), namely poses or frames, are represented as in the static case, by a set of vertices \( \mathbf{V}_i \) and a set-indexed faces \( \mathcal{F}_i \). The Euclidean coordinates of \( n \) vertices for each frame \( i \) are used to form the following matrix:

\[
\mathbf{M}_i = [\mathbf{v}_{i_1}, \ldots, \mathbf{v}_{i_n}] \in \mathbb{R}^{3 \times n} \quad \forall \ i = 1, \ldots, k
\]

The animation matrix \( \mathbf{M} = [\mathbf{M}_1^T, \ldots, \mathbf{M}_k^T]^T \in \mathbb{R}^{3k \times n} \) is constructed from the \( k \) sequential frames. Common Dynamic mesh compression approaches are based on the application of Principal Components Analysis (PCA) to the animation matrix \( \mathbf{M} \) [20]–[22]. Considering that \( \mathbf{M} = \mathbf{U} \hat{\mathbf{A}} \mathbf{U}^T \) corresponds to the SVD of the animation matrix, it is reasonable to assume that \( \mathbf{M} \) can be adequately approximated by using fewer principal components, due to the underlying spatiotemporal coherences. To be more specific, the animation matrix \( \hat{\mathbf{M}} \) can be reconstructed from \( m < \min(3k, n) \) principal components as shown below:

\[
\mathbf{M} \approx \hat{\mathbf{M}} = \mathbf{U} \hat{\mathbf{A}}_m \mathbf{U}^T.
\]
where only the 10% of the principal components have been used, i.e., $m = 50$ with $M_{39} \in \mathbb{R}^{525 \times 10002}$. By inspecting the heatmap visualization of the mean square visual error [24], defined as the average error in the Cartesian and Laplacian domain, it is obvious that the reconstruction is not exactly equal to the input data, however, the loss of precision is not easily distinguishable.

In several dynamic meshes capturing soft-body animations, matrix $M \in \mathbb{R}^{k \times n}$ can be accurately approximated by a low-rank matrix, introducing small reconstruction errors that cannot be easily perceived [25].

### III. SPARSE MODELING FOR 3D MESHES IN A NUTSHELL

Sparsity is a fundamental characteristic in many sciences. Sparse modeling and optimization approaches have been widely adopted in many information sciences and are motivated by the classical problem of selecting a small number of predictive variables in high-dimensional datasets. In machine learning, the sparsity principle is used to automatically select a simple model among a large collection of them [26], while in signal processing, sparse modeling is employed to capture the ability of data to be expressed as linear combinations of a few atoms from a pre-described dictionary [27]. These models provide reasonable ways for exploiting the rich spatiotemporal structure, of the captured static and dynamic 3D geometry, using various statistical learning paradigms and well-documented merits, including PCA [20], [22], Dictionary Learning [28], Compressive Sampling (CS) [21], [29], [30] and Matrix Completion (MC) [31], to name a few.

Taubin [10] first suggested the application of Laplacian operators to the mesh vertex coordinates for discrete geometry processing. This analysis was motivated by the similarities between the spectral method with respect to mesh Laplacian and the classical Fourier approach. Several other studies, including implicit mesh fairing [32] and geometry compression [24], [33] are based also on the fact that the spectrum of smooth geometries is dominated by low-frequency components. During the last years, numerous approaches using both classical and modern SP techniques have been proposed for dealing with important geometry processing tasks (see Fig. 6), effectively exploiting correlations and sparsity structures that are hidden into the complex geometric patterns. The most important of these tasks are briefly presented in the following part of this section.

#### POINT CLOUD CONSOLIDATION

The output of a 3D scanning process is a sequence of unstructured point clouds, that are do not always sample uniformly...
the surface and they usually are contaminated with noise. The process of addressing the aforementioned artifacts and enhancing these low-quality point cloud data is also known as consolidation [34]. Consolidation techniques [35]–[37] process the captured data and they generate a new point set which represents more accurately the underlying shape. They are without a doubt, an essential pre-processing step before surface reconstruction, where a well-sampled point cloud is transformed into a surface mesh. Despite the recent advances in the area of surface reconstruction [3], [38], [39], it is still a process that is highly susceptible to artifacts as those mentioned above. Specifically, decoupling the processes of point cloud consolidation and surface reconstruction can effectively avoid premature and erroneous decisions. In [40] a new algorithm is proposed for completing missing surface patches building on the same line of thought with sparse modeling and optimization techniques. The key intuition is that the spatiotemporal geometric coherence’s that are present in any mesh, can be expressed as a sparse representation in some transformed domain. Arvanitis et al. [41] present a method for performing real-time outlier detection and removal, in time-varying point clouds using RPCA. Despite the promising results, no attention has been given to the exploitation of temporal coherence, thus limiting significantly its performance as compared to the methods that exploit this property. Regarding completion of missing parts, Zhong and Qin [40] use sparsity constraints for in-painting 3D surfaces with missing parts. The main drawback of the proposed approach is the fact that requires an eigenbasis decomposition which is very time consuming, especially in dense meshes. Laplacian interpolation is a well-known technique that has been successfully applied in image processing providing remarkably good results even in cases where a large amount of data is missing. Despite its computational efficiency when applied to point clouds, the reconstruction results are usually smoothed. To overcome this limitation, Arvanitis et al. [38] introduced a novel approach using the motion vectors instead of points. Although the method offers improved accuracy, its application in real scenarios has certain limitations since prior knowledge of a single pose is required.

FEATURE PRESERVING SURFACE DENOISING
Surface denoising approaches focus on eliminating the noise, preserving at the same time surface areas with geometric features of different scale. Despite the computational efficiency of the smoothing approaches, the lack of selectivity between salient features and noise is limiting, e.g., a noisy cube could become extremely rounded. In smoothing, the aim is to remove high-frequency information in the surface, whereas in denoising, the aim is to preserve genuine information at all frequencies by locally adjusting vertex positions while respecting the underlying features. The denoising approaches and can be classified into four major categories: (i) anisotropic geometric diffusion [42], [43] (ii) Bilateral Filtering of Vertices and Normals [12], [44], [19] (iii) Sparse modeling and recovery of geometric features in the Laplacian domain [45], [46] (iv) Data-driven approaches [47] that efficiently exploit training sets of noisy objects. Although the aforementioned methods successfully preserve sharp geometric features, they fail to preserve medium and/or small-scale features. More importantly, while their performance is significantly deteriorated when the surface is contaminated with complex noise patterns (e.g., anisotropic noise, real-scan noise). Finally, they cannot be used for reconstructing noisy 3D models, where poorly-shaped triangles are formed by vertices mostly lying on sharp edges. Thus, the main need for robust and fast algorithms able to manage dense dynamic meshes affected by complex noise seems to remain a challenge, offering ample opportunities for signal processing research.

COMPRESSION OF STATIC AND DYNAMIC GEOMETRIES
Geometry compression is much more demanding than connectivity compression, since the corresponding memory requirements are on average five times higher. This is attributed to the floating point representation for the raw geometry data. Thus, although state-of-the-art connectivity encoders are extremely effective, the compression of geometry information bring tough challenges to be solved. Lalos et al. [21] utilize sparse coding to generate compact representations of static geometries. Similarly, Yoon et al. [28] apply dictionary learning to get a few representative features that can be used to identify local patches from large-scale geometry data. Thanou et al. [48] and Lalos et al. [22] address the problem of compression of 3D point cloud sequences that are characterized by moving 3D positions. The fundamental theories presented in this tutorial will be essential for achieving improved compression rates offering at the same time low computational complexity [49].

While the major role of computer science disciplines (such as graph theory and data structures) in digital geometry processing is undeniable, the nature and scope of this field is certainly multidisciplinary and welcomes SP expertise and its recent advances, for effectively exploiting correlations and sparsity structures of different static and moving geometric data. This is also obvious when inspecting Table 1, where we present several low level information processing approaches that study the impact of sparse modeling and optimization tools to several static and dynamic 3D mesh processing tasks. The tremendous computing resources required due to the high spatiotemporal resolution of processing massive geometric datasets, bring tough challenges to be solved that become even more demanding in real time scenarios (the data are processed when they are received), such as large scene 3D acquisition and streaming (e.g., aerial 3D scanning, immersive communications), where decentralized processing is essential.

IV. SPARSE MODELING FOR GEOMETRY PROCESSING
The wide availability of inexpensive depth cameras (e.g., the Microsoft Kinect, Asus Xtion or PMD CamBoard)
TABLE 1. Prior art on exploiting the rich spatiotemporal structure of the captured static and dynamic 3D geometry, using sparse modeling and optimization tools.

<table>
<thead>
<tr>
<th>App.</th>
<th>Methods</th>
<th>Tools</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sparsity Exploitation</td>
<td>Low-rank Approximation</td>
</tr>
<tr>
<td>Outliers Detection</td>
<td>Wolff et al. [50]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Arvanitis et al. [41]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Brown [51]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Matti and Castrodad [52]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Campbell [53]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Candès et al. [54]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Bayram et al. [55]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Ngo et al. [56]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Yang et al. [57]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Bustos et al. [58]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Vizira et al. [59]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Point Cloud Consolidation</td>
<td>Lipman et al. [35]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Liu et al. [36]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Berger et al. [3]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Arvanitis et al. [38]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Arvanitis et al. [39]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Zhong and Qin [40]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Xiong et al. [60]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Matti and Castrodad [52]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Li et al. [61]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Wang et al. [62]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Denoising</td>
<td>Hildebrandt and Polthier [42]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Bajaj and Xu [43]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Fleishman et al. [12]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Zhang et al. [44]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Sun et al. [19]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Wang et al. [45]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>He and Scharer [46]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Wang et al. [47]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Moreno et al. [63]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Arvanitis et al. [16]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Bingjian et al. [64]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Sarkar et al. [65]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Compression</td>
<td>Lalos et al. [21]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Yoon et al. [28]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Thanou et al. [48]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Lalos et al. [49]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Sekine [33]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Karni and Gotsman [24]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Mamou et al. [66]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Castorina et al. [67]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Hsu et al. [68]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Hsu et al. [69]</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

have facilitated the real-time generation of static and dynamic 3D Meshes, opening up a variety of mixed reality applications, such as bidirectional telepresence tools that offer perceptually enriched experiences, autonomous guidance for robots that reconstruct and respond rapidly to their environment [70] and others, bringing a range of benefits to business and society in various ways. However, processing this massive output dataset in real time using a central processor and storage is often impossible. In addition, despite the continuous advances in new generation image sensors and scanning technologies, the acquired data are often corrupted by severe noise [45], [46], outliers [41], [50], high variations in point density [36], misalignment, and missing data (see Fig. 7). This section contributes to the ongoing efforts in fast and reliable generation of dense 3D models representing real-world moving objects capturing a wide range of SP-relevant tasks [71], such as nuclear norm minimization, CS, and MC that effectively exploit spatiotemporal correlations and sparsity structures that are hidden into the complex geometric patterns. It offers scalable architectures and optimization algorithms while revealing fundamental insights into the various processing and implementation tradeoffs involved in several static and dynamic 3D processing tasks. More specifically, subsection IV-A focuses on the identification of outliers in static and dynamic 3D geometric data, subsection IV-B deals with surface holes & non uniformly sampled surfaces and subsection IV-C offers details related
to feature-aware denoising and compression of static and dynamic 3D models.

A. OUTLIER DETECTION IN STATIC AND DYNAMIC 3D SURFACE DATA

Commercially available 3D scanners generate a sequence of unstructured point clouds contaminated by a variety of acquisition errors including outliers, holes, surface noise, as those depicted in Fig. 7. In the rest subsection, we provide different consolidation approaches that exploit the sparsity of the outliers in the spatial domain.

I1 MEDIAN PROJECTION

A common approach for dealing with outliers and noise is the I1 median projection [51], a statistical tool that provides a robust global center of an arbitrary set of points. Assuming a set of data points \( v = [v_1, v_2, \ldots, v_n] \in \mathbb{R}^{3 \times n} \), the I1 median \( q \) is obtained as the minimizer of the following cost function:

\[
q = \min_x \left\{ \sum_{j=1}^n \| v_j - x \|_1 \right\}
\]

where the I1-norm is also known as the Least Absolute Deviations (LAD) and enforces sparsity in the solution.

Lipman et al. [35] apply a slide median filter locally, for evaluating a set of \( n' \) points \( Q = [q_1, \ldots, q_{n'}] \). More specifically, they suggest approximating the geometry of \( v \) by iteratively minimizing:

\[
Q^{(i+1)} = \min_x \left\{ E_1 \left( Q^{(i)}, X, v \right) + E_2 \left( Q^{(i)}, X \right) \right\}
\]

where \( X = [x_1, x_2, \ldots, x_{n'}] \in \mathbb{R}^{3 \times n'} \), and:

\[
E_1 \left( Q^{(i)}, X, v \right) = \sum_{i=1}^{n'} \sum_{j=1}^n \| x_i - v_j \|_2 \theta \left( \| q^{(i)}_j - v_j \|_2 \right)
\]

\[
E_2 \left( Q^{(i)}, X \right) = \sum_{z \in I} \sum_{i \in X[z]} \eta \left( \| x_i - q^{(i)}_z \|_2 \right)
\]

\[
\times \theta \left[ \| x_i - q^{(i)}_z \|_2 \right]
\]

\[
\theta \left( r \right) = e^{-r^2/(h^2/4)^2}, \text{ where } h \text{ is a scalar value representing the size of the influence radius, } I = [i_1, \ldots, i_{n'}] \text{ is the indices set, the term } E_1 \text{ enforces the projected points to approximate } v, \text{ the term } E_2 \text{ regularizes the points in } Q^{(i)} \text{ by using local repulsion forces,} \text{ to ensure a fair spatial distribution and the weights } \lambda_1, \forall z \in I \text{ are penalty parameters that can be tuned, to trade off the robustness to outliers provided by } E_1 (\cdot) \text{ with the fair distribution of points in space provided by } E_2 (\cdot). \text{ The aforementioned approach is also known as Locally Optimal Projection algorithm (LOP). Huang et al. [29] have proposed the incorporation of locally adaptive weights into LOP, resulting in Weighted LOP (WLOP) resulting in an outlier free and uniformly distributed set of points.}

OUTLIER DETECTION USING ROBUST PCA

An alternative approach would be to fit geometry data matrices with local point neighbours as a super position of a low-rank matrix capturing spatial coherence and a sparse matrix that consist of outliers [52]. Building on the same line of thought, let \( v = [v_1, v_2, \ldots, v_n] \in \mathbb{R}^{3 \times n} \) be the sequence of \( n \) noisy 3D points and \( R_i \in \mathbb{R}^{n \times n} \) represents an operator that extracts the \( k \)-neighborhood of \( v_i \). Therefore, if \( D_i = [v_1, v_2, \ldots, v_n] \in \mathbb{R}^{3 \times (k+1)} \) is the local data matrix where its first column correspond to the \( 3 \times 1 \) vector \( v_1 \) and the next columns to the coordinates of the neighbors of \( v_i \), then the data matrix \( D = [D_1^T, D_2^T, \ldots, D_n^T]^T \in \mathbb{R}^{3n \times (k+1)} \) can be decomposed as \( D = P + S \), where \( P \in \mathbb{R}^{3n \times (k+1)} \) is a low-rank matrix representing the space of the original points and their neighbors, while \( S \in \mathbb{R}^{3n \times (k+1)} \) is a sparse matrix representing the space where outliers lie. The conventional PCA estimates the \( P \) by seeking the best (in the least square sense) rank-\( m \) estimate of \( P \) by solving:

\[
\min_{P,S} \|D - P\|_F^2 \text{ subject to rank}(P) \leq m.
\]

Assuming that the few non zero entries of \( S \) have an independent and identically Gaussian distribution then the problem in Eq. (21) can be efficiently solved using the SVD. However, it is well known that standard PCA, is notoriously fragile to outliers, since its performance can significantly degrade in the presence of few corrupted samples, due to the quadratic error criterion used.

Robustification of PCA was initially achieved via robust estimates of the data covariance matrix [53]. Several relaxed optimization approaches with guaranteed convergence, have been lately proposed for recovering low-rank matrices in the presence of sparse and large errors [54], [72], that can be also applied for solving Eq. (21). Their goal is to estimate both data \( P \) and noise \( S \) by solving:

\[
\min_{P,S} \|P\|_F + \lambda \|S\|_1 \text{ subject to } P + S = D
\]

where \( \lambda \) a penalty parameter that can be tuned, to tradeoff the rank of matrix \( P \) and the degree of sparsity of outliers in \( S \). A widely adopted solver to the aforementioned convex problem is the Augmented Lagrange Multiplier (ALM) algorithm.

1 A common repulsion function is given by \( \eta \left( r \right) = 1/(3r^3) \)
which works with stability across a wide range of situations without the necessity of parameters configuration. The ALM method solves the problem of Eq. (22) by setting $P = \text{min}_P \mathcal{L}(P, S, Y)$ repeatedly, and then updating the Lagrange multiplier matrix via $Y(t+1) = Y(t) + \mu(D - P(t) - S(t))$. In case studies, where a low-rank and sparse decomposition problem exists, both the min\_P $\mathcal{L}(P, S, Y)$ and min\_S $\mathcal{L}(P, S, Y)$ have very simple and efficient solutions. We introduce two ancillary operators $Q_l$ and $D_l$, $Q_l : \Re \rightarrow \Re$ denotes the shrinkage operator $Q_l(\cdot) = \text{sgn}(\cdot)\max(1, |\cdot - \tau, 0)$ and extends it to matrices by applying it to each element while the $D_l(\cdot)$ denotes the singular value thresholding operator given by $D_l(\cdot) = UQ_l(\Sigma)V^T$. The estimation of the point coordinates and the outliers is given by iteratively minimizing $L$ with respect to $P$ (fixing $S$) and then with respect to $S$ (fixing $P$):

$$\min_S \mathcal{L}(P, S, Y) = Q_{\lambda^{-1}}(D - P + \mu^{-1}Y)$$

$$\min_P \mathcal{L}(P, S, Y) = D_{\mu^{-1}}(D - S + \mu^{-1}Y)$$

Finally, the Lagrange multiplier matrix $Y$ is updated using the residual $M - P - S$. The process is repeated every $F$ sequential frames.

$$S = Y = 0; \mu > 0$$

$$P(t+1) = D_{\mu^{-1}}(D - S(t) + \mu^{-1}Y(t))$$

$$S(t+1) = Q_{\lambda^{-1}}(D - P(t+1) + \mu^{-1}Y(t))$$

$$Y(t+1) = Y(t) + \mu(D - P(t+1) + S(t+1)).$$

The singular value thresholding operation is the most computationally expensive operation, since it requires the singular value decomposition of $D - S(t) + \mu^{-1}Y(t)$ that correspond to the singular values that are higher than $\mu^{-1}$. The performance of the aforementioned approach, in terms of accuracy and complexity is determined by the stopping criterion (e.g., $\|D - P - S\|_F \leq 10^{-7}\|D\|_F$) and the number of the required principal eigenvectors determined by $\mu$, which can be empirically estimated using the following rule $\mu = m^2/4\|D\|_1$ [54].

At this point, it should be noted that the points in the component $P_j$, where $j$ is the number of executed iterations, correspond to the denoised version of $D$. However, the denoised $PC$ consists of a collection of independent local estimates since each row $i$ contains the estimation of $V_i$ and its neighbors $R_iV_i$. Thus, each point is a member of multiple overlapping neighborhoods. In order to efficiently exploit all the independent estimates for a single point, Mattei and Castrodad [52] formulate a convex problem that exploits the redundancies present in the overlapping neighborhoods. More specifically, the denoised vertices $\hat{v}$ of the PC can be obtained as the solution of the following optimization problem:

$$\min_V \sum_{i=1}^n \|vR_i - P_{v_i}\|_F^2 + \lambda \|v - P_{v_{(1)}}\|_F^2$$

where $P_{v_i} \in \Re^{3\times k}$ is a submatrix that is formed from the $3(i - 1) + 1, \ldots, 3i$ rows and the $2, \ldots, k + 1$ columns of $L_k$, $W_i = \text{diag}\{w_{i1}, \ldots, w_{ik}\}$ is a diagonal matrix with the weights $w_{ij} = e^{-\theta_{ij}/\sigma_\theta^2}$ and $\theta_{ij}, j = 1, \ldots, k$ in its main diagonal, which represent the angle between the point normals $n_i$ and $n_j$. Moreover, $\sigma_\theta$ is a user defined parameter representing the size of the influence radius and $\lambda$ is a regularization parameter that controls the trade-off between the denoising strength and data fidelity. The solution of Eq. (29) is given by:

$$\hat{v} = \left(\lambda P_{v_{(1)}} + \sum_{i=1}^N P_{v_i}W_iW_i^T R_i^T\right)^{-1}\left(\lambda I + \sum_{i=1}^N R_iW_iW_i^T R_i^T\right)^{-1}$$

where $I \in \Re^{n\times n}$ is the unity matrix.

In Fig. 8, we show the results of our outliers removal process using, as input, two real-scanned and unorganized

![FIGURE 8. (a) Real-scanned urban environment with a great amount of outliers, (b) Point cloud without outliers after using the proposed approach.](image-url)
point clouds containing an unknown percentage of outliers. Fig. 8 includes zoomed regions of these highly dense point clouds providing an easier evaluation of our method’s performance. Two different types of outliers seem to be apparent: (i) the large-scale outliers (identified in red circles) which lie away from the point cloud and (ii) the small-scale outliers (identified in yellow circles) which are tangled with the useful information and mistakenly could be recognized as points. The proposed approach can efficiently remove both of these abnormalities, as shown in Fig. 8. The dataset, which is used for the evaluation of the outliers removal method, was taken from the “IQmulus & TerraMobilita Contest” benchmark [73]. It contains 10 highly dense point clouds (13 · 10⁶ – 17 · 10⁶ points) in different views of an urban environment.

OUTLIER DETECTION IN TIME VARYING PCs: DYNAMIC ROBUST PCA

In the time varying scenario, we consider a sequence of PCs (e.g., time varying point clouds (TVPC)), where each one of them is represented by a frame. After finding correspondences in temporally successive PCs we are able to formulate a matrix \( M \), where each column \( i \) represents the PCs of a frame \( i \) with authentic and corrupted points that are far from the model’s surface and which we characterize as outliers. In the time varying case, \( M = [M_1^T, \ldots, M_k^T]^T \in \mathbb{R}^{3M \times n} \) is defined as a series of PCs now corresponding to the different frames \( k \). Our focus, is the identification of a low dimensional subspace \( P \) that captures as much variance of the authentic points in space and time using the Robust PCA (RPCA) approach presented above. We start by assuming that the TVPC is represented as a matrix \( M \), that can be decomposed as:

\[
M = P + S
\]

where \( P \) is a low-rank matrix representing the space of the authentic points while \( S \) is a sparse matrix representing the space where outliers in the different frames \( i = 1, \ldots, k \) live. By executing iteratively the steps presented in Eqs. (25)-(28) we are able to estimate the \( k \) consecutive denoised point clouds \( \hat{v}(1), \ldots, \hat{v}(k) \) that correspond to the \( k \) columns of the estimated component \( P \).

Fig. 9 shows the application to three reconstructed frames (1, 88 and 109) of the “Handstand” animation model. The heatmap visualizations of the NMSVE show that the presented outlier removal methods (e.g., (i) WLOP executed in a per frame basis, (ii) Static RPCA executed in a per frame basis and (iii) Dynamic RPCA) successfully identify and remove the outliers even in the extreme case where 20% of the points can be considered as outliers, randomly distributed over the range of 1/50 of the bounding box’s diagonal length.

In such cases, the approach presented in [39], outperform the others because it does not only remove the identified outliers but it also can be modified to remove some controversial points, without losing information.

B. COMPLETION OF TIME VARYING PCs

A time varying PC can be represented by a low-rank matrix, where its columns correspond to sequential point clouds (i.e., registered TVCP’s). The low-rank property can be also exploited for mitigating non-uniformities in thickness and spacing, due to acquisition errors, occlusions, physical limitations of the scanners or misalignment of multiple scans. More specifically, the under-sampled or completely missed regions corresponding to surfaces that are invisible to the cameras (e.g., deep cavities and bifurcations), lead to reconstruction errors or too smooth surfaces.

MC [74] is a well established signal processing framework which has been extensively used with great success in several applications. In particular, MC has been successfully applied to several computer graphics and vision problems, such as
the recovery of occluded faces [75], the face image alignment [76], 3D mesh in painting [77], and the fusion of PCS from multiview images of the same object [78]. MC aims to the reconstruction of a low-rank matrix $M \in \mathbb{R}^{k \times n}$ given a reduced number of known entries. In order to represent the reconstruction of a low-rank matrix from multiview images of the same object [78]. MC aims to the recovery of occluded faces [75], the face image alignment [76], 3D mesh in painting [77], and the fusion of PCS [74], [77], [79].

Based on the following property of the vectorization function:

$$\text{vec}(\mathbf{X}) = \sum_{i=1}^{3k} \mathbf{E}_{ii} \mathbf{D}(\mathbf{E}_{ii})$$

we have that:

$$\text{vec}(\mathbf{E}_\Omega \circ \mathbf{M}) = \text{vec}(\sum_{i} \mathbf{E}_{ii} \mathbf{D}(\mathbf{E}_{ii}))$$

Similarly to the RPCA approach, the nuclear norm is the closest convex approximation to the rank [74] and the original problem can be written as follows:

$$\min_{\mathbf{X}} \|\mathbf{X}\|_* \text{ subject to } \mathcal{P}_{\Omega}(\mathbf{X}) = \mathcal{P}_{\Omega}(\mathbf{M}).$$

Note that, the minimization of the nuclear norm will result into the lowest rank reconstruction which satisfies the hard constraint of equality for the known values of $M$.

**Remark:** (on the projection operator and the Hadamard product): The projection operator $\mathcal{P}_{\Omega}()$ can be also represented as a Hadamard product of the animation matrix and the matrix $\mathbf{E}_\Omega \circ \mathbf{M}$ composed by ones and zeros, i.e.,

$$[\mathbf{E}_\Omega]_{i,j} = \begin{cases} 1 & \text{if } (i,j) \in \Omega \\ 0 & \text{otherwise} \end{cases}$$

Recall that the Hadamard product can be expressed as:

$$\mathbf{E}_\Omega \circ \mathbf{M} = \sum_{i=1}^{3k} \mathbf{E}_{ii} \mathbf{D}(\mathbf{E}_{ii})$$

which can be efficiently solved by using the Alternating Direction Method of Multipliers (ADMM) [79].

**Remark:** (on ADMM and relation with ALM): ADMM can be viewed as an approximate ALM, where the first step is replaced by two, splitting the original joint optimization over the primal variables. This splitting improves the decoupling of the problem and permits the distributed implementation of the technique. However, there is no general way of qualifying how close is this approximation to the joint one. More specifically, ADMM is composed by
three steps:
\[
x^{(t+1)} = \arg \min_x L_{\alpha}(x, z^{(t)}, y^{(t)})
\]
\[
z^{(t+1)} = \arg \min_z L_{\alpha}(x^{(t+1)}, z, y^{(t)})
\]
\[
y^{(t+1)} = y^{(t)} + \mu(Ax^{(t+1)} + Bz^{(t+1)} - c)
\]
where again \(\mu = m^2/4\|M\|_1\) is initialized as in the static case. An important property that renders ADMM a distributed technique is that the order of the processes does not affect the steady-state performance. A pre-determined communication protocol is responsible for defining the way where the updates are being synchronized among them. 

Algorithm 1 ADMM-Based PC Completion (MC)

Require: \(\Omega, P_{\Omega} \odot M, \rho\)
Ensure: \(X_{\max}\)

for \(t = 0, \ldots, l_{\max} - 1\) do
\[
\begin{align*}
X^{(t+1)} &\leftarrow D_{t/\rho}(Y^{(t)} - \rho^{-1}Z^{(t)}) \\
\end{align*}
\]
Solve the system to estimate \(Y^{(t+1)}\):
\[
P_{\Omega}(Y - M) - \rho(X^{(t+1)} - Y) = Z^{(t)}
\]
\[
Z^{(t+1)} = Z^{(t)} + \rho(X^{(t+1)} - Y^{(t+1)})
\]
end for

GRAPH-BASED COMPLETION OF TVPC’s

We have seen that the geometry data matrix has the low-rank property in the principal components domain. However, due to the special nature of the geometric data, correlations also exist in the 3D space due to the proximity of the 3D points, especially in flat areas. This information can be exploited and incorporated into the proposed problem as an additional constraint, extending the developed tools to this case. In particular, if we consider a reduced number of 3D points forming an incomplete animation matrix, the proximity metric can be embedded into problem Eq. (40) according to the following formulation:
\[
\min_X \frac{1}{2} \|P_{\Omega}(X - M)\|_F^2 + \tau \|X\|_* + \frac{\gamma}{2} \|XL\|_F^2
\]
where the last term imposes that the positions of the neighboring nodes of the reconstructed frames will be close to each other. The parameter \(\gamma\) represents the associated regularization parameter of the graph Laplacian \(L\).

Remark: In [81], a well-known technique termed as Least-Square Meshes (LSM) which exploits the spatial coherence, has been successfully employed for the reconstruction of a static PC. In particular, LSM can be expressed as the solution of the following extended system of equations:
\[
X_{LSM}[\delta L, I_{n \times K}] = [0_{3K \times n} R]
\]
where \(X_{LSM} \in \mathbb{R}^{3K \times n}, L \in \mathbb{R}^{n \times n}, \delta\) is a weighting parameter and \(R \in \mathbb{R}^{3K \times K}\) are the known \(3K\) anchor points from \(M\) for \(K \leq 3k\). Let \(I_c = [\delta L, I_{n \times K}]\) and \(R_c = [0_{3K \times n} R]\), then the least-squares solution of Eq. (46) is expressed as: 
\[
X_{LSM} = R_c^{T}(I_c^{T}I_c)^{-1}. I_c^{T}X_{LSM} = R_c^{T}(I_c^{T}I_c)^{-1}X_{LSM}
\]
It is important to note that, the optimization problem of Eq. (45) can be expressed as Eq. (46) for \(\tau = 0, |P(M)| = 3K\) and \(\gamma = \delta\).

The augmented Lagrangian of the equivalent splitting version of the optimization problem Eq. (45) is expressed as:
\[
\begin{align*}
L_{\alpha}(X, Y, Z) &= \frac{1}{2} \|P_{\Omega}(Y - M)\|_F^2 + \tau \|X\|_* \\
&\quad+ \frac{\gamma}{2} \|YL\|_F^2 + \frac{\rho}{2} \|X - Y\|_F^2 + (Z, X - Y)
\end{align*}
\]
where, as previously, \(X, Y\) are the primal variables, \(Z\) the dual variable, and \(\rho\) is the penalizing factor. Taking the partial derivative with respect to the \(Y\) variable is expressed as:
\[
P_{\Omega}(Y - M) + \gamma Y(\mathbf{L}^{T}\mathbf{L}) + \rho(Y - X^{(t+1)}) - Z^{(t)} = 0.
\]
The minimizer of Eq. (48) is obtained by solving the following \(3Kn \times 3Kn\) linear system:
\[
\begin{equation}
\sum_{i} B_i^{T} \otimes A_i vec(Y) = vec(C)
\end{equation}
\]
where
\[
A_i = \begin{cases} 
P_{\Omega,i} & i = 1, \ldots, 3k \\
\gamma \mathbf{L}_i^{T}\mathbf{L} & i = 3k + 1 \\
\rho I_n & i = 3k + 2 \\
\end{cases}
\]
and \(C = P_{\Omega}(M) + \rho X^{(t+1)} + Z^{(t)}\), which has a unique solution for \(\rho > 0\) [25].

Algorithm 2 Graph-Based Surface Completion (GMC)

Require: \(\Omega, P_{\Omega} \odot M, \rho, L\)
Ensure: \(X_{\max}\)

for \(t = 0, \ldots, l_{\max} - 1\) do
\[
\begin{align*}
X^{(t+1)} &\leftarrow D_{t/\rho}(Y^{(t)} - \rho^{-1}Z^{(t)}) \\
\end{align*}
\]
Solve the system (49) to estimate \(Y^{(t+1)}\):
\[
P_{\Omega}(Y - M) + \gamma Y(\mathbf{L}^{T}\mathbf{L}) + \rho(Y - X^{(t+1)}) = Z^{(t)}
\]
\[
Z^{(t+1)} = Z^{(t+1)} + \rho(X^{(t+1)} - Y^{(t+1)})
\]
end for

In Fig. 11 we depict three frames (1, 88 and 109) of the “Handstand” animation model. We compare the original, the LSM, the MS (Algorithm 1) and the GMC techniques (Algorithm 2) for the case of 30% undersampling ratio. A close look at the heatmap visualization of the normalized mean square visual error (NMSVE), we can easily observe that the exploitation of the underlying low-rank structure of the animation matrix (GMC) results in better reconstruction quality compared to MC (e.g., preservation of the geometric features of a different scale).
C. FEATURE-AWARE MESH DENOISING AND COMPRESSION

Throughout the years, several approaches have been proposed for performing feature-preserving mesh denoising [19], [45]–[47]. In many cases small and large-scale geometric features cannot be easily differentiated from noise. Recent works focus on addressing this challenge, by exploiting the fact that geometric features can be considered as outliers in the Laplacian domain [83], [84].

GUIDED MESH NORMAL FILTERING

Zhang et al. [44] propose a new mesh normal filtering framework based on the bilateral filter presented in Section 2.B.2. More specifically, they first apply bilateral filtering to the face normals, using a properly constructed normal field as the guidance and then, the vertex positions are updated according to the filtered face normals via Eqs. (12), (13). The face normals of a 3D mesh (that is not corrupted by noise) can provide good guidance for joint bilateral filtering. However, in the presence of noise, the noisy normals become less reliable for indicating the features of the ground truth shape, eventually leading to erroneous results. For this reason, it seems necessary to compute guidance normal on a face, that provides a reliable estimation of the true normal even when the model is corrupted with severe noise.

For each face $f_i$ of the triangle mesh, a lot of candidate patches are available. We define as a candidate patch $P_i$ the union of $f_i$ with all surrounding faces that share vertices with it. To compute the guidance normal at a face $f_i$, all patches that contain $f_i$ are candidates, while the one with the most consistent normal direction is selected, based on a function which measures the consistency of the normals. The consistency of each patch $P_i$ is measured by the function:

$$H(P_i) = \Phi(P_i) \cdot R(P_i)$$

$$\Phi(P_i) = \max_{f_k,f_j \in P_i} \| n_j - n_k \|_2$$

$$R(P_i) = \max_{e_j \in E_{P_i}} \phi(e_j) = \frac{\max_{e_j \in E_{P_i}} \phi(e_j)}{\epsilon + \sum_{e_j \in E_{P_i}} \phi(e_j)}$$

where $E_{P_i}$ is the set of edges with both incident faces contained in patch $P_i$. The edge saliency $\phi(e_j)$ in a patch, is an important factor which determines the decision for the ideal patch’s selection. This factor can be used for identifying the saliency of an edge $e_j$ and can be estimated from the difference of the normal’s corresponding to the two incident faces $f_{i_1}, f_{i_2}$:

$$\phi(e_j) = \| n_{i_1} - n_{i_2} \|_2$$ (52)
The set of the normalized $\phi(e_i)$ from all of the candidate patches could be defined as:

$$
\Psi(\mathcal{P}) = \left( \frac{\phi(e_1)}{\phi_{\text{max}}}, \frac{\phi(e_2)}{\phi_{\text{max}}}, \cdots, \frac{\phi(e_n)}{\phi_{\text{max}}} \right) \quad (53)
$$

where $\phi_{\text{max}} = \max(\phi(e_i)) \ \forall \ i = 1, n$. Based on the fact that the $l_1$-norm for a vector is related to its sparsity, we can conclude that a small $l_1$-norm of $\Psi(\mathcal{P})$ indicates a small number of edges are much more salient than the others. Additionally, the $l_1$-norm of $\Psi(\mathcal{P})$, can be used for identifying the patches that can be used for the guidance normal estimation. Finally, the guided $g_i$ normal is estimated as the area-weighted average normal of this patch and the bilateral procedure is applied on the guidance normals.

**FEATURE IDENTIFICATION USING $l_1$ MINIMIZATION**

The mesh vertices that are considered as features are sparse and their number is usually much smaller than non-feature vertices. Lu et al. [85] exploit the fact that the magnitude of the $\delta$ coordinates of feature vertices is much larger than the $\delta$ coordinates of the non-feature vertices, which usually tends to zero. Then, they defined a function $J_i$ used for identifying whether the $i$-th vertex is a feature or not, based on the aforementioned observation. Building on the same line of thought, it is reasonable to define $f_i$ as the dot product of the $i$-th vertex normal $n_i$ and its Laplacian $L_i P$ for the $i$-th vertex, as follows:

$$
J_i = n_i \cdot (L_i P)^T \ \forall \ i = 1, \ldots, n \quad (54)
$$

where $L_i$ is the $i$-th row of the matrix $L$, and $v$ is the vector composed with all the vertex positions. An extension of Eq. (54) providing more accurate results is the following:

$$
J_i = \frac{1}{\text{\sum}_{j \in N_{f_i}} a_j} \sum_{j \in N_{f_i}} a_j (n_i - n_{c_j}) \cdot (L_i P)^T \ \forall \ i = 1, \ldots, n \quad (55)
$$

where $N_{f_i}$ is the first-ring neighboring faces of the $i$-th vertex, $a_j$ is the $j$-th face area in $N_{f_i}$, and $n_{c_j}$ is the corresponding face normal.

It is obvious that only few features exist in a model, and correspond to the vertices with large $J_i$ values, while most vertices, correspond to flat areas and they take a small close-to-zero $J_i$ value. Since, features are indeed sparse in a model, $l_0$-norm minimization can be used for identifying them [46]. To alleviate the computational complexity issue, a simple $l_1$-norm regularized formula could be used, given by:

$$
\min \|x - J\|_2 + \lambda \|x\|_1 \quad (56)
$$

where $J = [J_1, \ldots, J_n]^T$, $x$ is the vector with all the unknowns, and $\lambda$ is the regularization parameter to control the sparsity of the vector $x$.

**IDENTIFYING SHAPE FEATURES USING RPCA**

To exploit the sparsity of features in the Laplacian domain we suggest working with guided normals defined as the average normal of an ideal neighborhood of faces for each face centroid. More specifically, we suggest following the idea originally proposed in [44] and construct a matrix with guided normals $A \in \mathbb{R}^{nf \times 3x}$, where $nf$ is the number of faces, as shown in Fig. 12. Then we suggest exploiting spatiotemporal coherences and the sparsity of the faces that are identified as features using the RPCA approach described by the steps presented in Eq. (25). The output of this approach is a set of guided normals that define piecewise smooth areas $P_k$ and a set of normal corresponding to features $S_k$. The results of an RPCA based denoising approach is shown in Fig. 14, where it is obvious that the sharp features are progressively identified as the number of RPCA iterations increases.

In Fig. 15, we show the results for different recent feature detection algorithms applied in original and noisy objects of different 3D models. The method in Fig. 15-(a) provides thicker areas of features, which is convenient in
FIGURE 14. Mesh Denoising using RPCA on Fandisk and Farao model. (I) Original meshes, (II) Noisy meshes, (III) RPCA applied to the guided normals selected of the optimal overlapped patches, (IV) Heatmap visualization of difference between reconstructed and original mesh.

TABLE 2. Extensive evaluation of results using as metrics both the angle $\theta$ and the Hausdorff distance error (hde).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>$\theta = 7.4941^\circ$ hde = 0.0039</td>
<td>$\theta = 6.9801^\circ$ hde = 0.0043</td>
<td>$\theta = 6.2145^\circ$ hde = 0.0038</td>
<td>$\theta = 6.1615^\circ$ hde = 0.0038</td>
</tr>
<tr>
<td>Chinese lion</td>
<td>$\theta = 7.9365^\circ$ hde = 0.559</td>
<td>$\theta = 7.6701^\circ$ hde = 0.5143</td>
<td>$\theta = 7.1285^\circ$ hde = 0.4916</td>
<td>$\theta = 6.939^\circ$ hde = 0.4893</td>
</tr>
<tr>
<td>Elephant</td>
<td>$\theta = 4.7512^\circ$ hde = 0.0036</td>
<td>$\theta = 3.751^\circ$ hde = 0.0028</td>
<td>$\theta = 3.4015^\circ$ hde = 0.0025</td>
<td>$\theta = 3.288^\circ$ hde = 0.0025</td>
</tr>
<tr>
<td>Octahedron</td>
<td>$\theta = 1.1468^\circ$ hde = 0.047</td>
<td>$\theta = 1.8062^\circ$ hde = 0.0459</td>
<td>$\theta = 0.8323^\circ$ hde = 0.0196</td>
<td>$\theta = 0.6566^\circ$ hde = 0.0115</td>
</tr>
<tr>
<td>Leg</td>
<td>$\theta = 3.1952^\circ$ hde = 0.1615</td>
<td>$\theta = 3.053^\circ$ hde = 0.1774</td>
<td>$\theta = 2.7617^\circ$ hde = 0.1547</td>
<td>$\theta = 2.7588^\circ$ hde = 0.1523</td>
</tr>
<tr>
<td>Julius</td>
<td>$\theta = 6.426^\circ$ hde = 0.0032</td>
<td>$\theta = 6.5546^\circ$ hde = 0.0039</td>
<td>$\theta = 6.155^\circ$ hde = 0.0086</td>
<td>$\theta = 6.0766^\circ$ hde = 0.0086</td>
</tr>
</tbody>
</table>

TABLE 3. Extensive evaluation of results in comparison with a variety of different state-of-the-art methods using as metrics both the angle $\theta$ and the Hausdorff distance error (hde).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>block</td>
<td>$\theta = 12.7155^\circ$ hde = 0.8781</td>
<td>$\theta = 13.8501^\circ$ hde = 0.653</td>
<td>$\theta = 5.8023^\circ$ hde = 0.8206</td>
<td>$\theta = 5.3062^\circ$ hde = 0.7257</td>
<td>$\theta = 8.0165^\circ$ hde = 0.7009</td>
<td>$\theta = 4.9734^\circ$ hde = 0.6698</td>
<td>$\theta = 3.572^\circ$ hde = 0.71</td>
<td>$\theta = 3.3026^\circ$ hde = 0.5869</td>
</tr>
<tr>
<td>fandisk</td>
<td>$\theta = 22.4862^\circ$ hde = 0.2249</td>
<td>$\theta = 27.9264^\circ$ hde = 0.2093</td>
<td>$\theta = 13.1918^\circ$ hde = 0.1817</td>
<td>$\theta = 14.2553^\circ$ hde = 0.1864</td>
<td>$\theta = 15.0545^\circ$ hde = 0.1892</td>
<td>$\theta = 6.2186^\circ$ hde = 0.124</td>
<td>$\theta = 6.3721^\circ$ hde = 0.1388</td>
<td>$\theta = 6.0669^\circ$ hde = 0.1208</td>
</tr>
<tr>
<td>sphere</td>
<td>$\theta = 12.5796^\circ$ hde = 0.8106</td>
<td>$\theta = 17.3618^\circ$ hde = 0.477</td>
<td>$\theta = 11.802^\circ$ hde = 0.5514</td>
<td>$\theta = 6.7047^\circ$ hde = 0.3398</td>
<td>$\theta = 9.6974^\circ$ hde = 0.471</td>
<td>$\theta = 12.9566^\circ$ hde = 0.536</td>
<td>$\theta = 10.1697^\circ$ hde = 0.4607</td>
<td>$\theta = 6.2407^\circ$ hde = 0.3917</td>
</tr>
<tr>
<td>twelve</td>
<td>$\theta = 11.7204^\circ$ hde = 0.1357</td>
<td>$\theta = 11.093^\circ$ hde = 0.1074</td>
<td>$\theta = 7.4519^\circ$ hde = 0.0728</td>
<td>$\theta = 7.3683^\circ$ hde = 0.0858</td>
<td>$\theta = 7.271^\circ$ hde = 0.0717</td>
<td>$\theta = 8.4626^\circ$ hde = 0.1301</td>
<td>$\theta = 2.7542^\circ$ hde = 0.11</td>
<td>$\theta = 2.6543^\circ$ hde = 0.0695</td>
</tr>
</tbody>
</table>

some applications. A disadvantage of this method is that it requires a careful selection of parameters, making it practically difficult to use. The approaches in Fig. 15-(b),(c) provide perfect results when they are used in original/denoised meshes with intense features (e.g., Fandisk). However, the results are far from satisfying when they are
FIGURE 15. Feature detection of original and noisy 3D objects (Octa-flower, Frog, Fandisk) using different approaches. Specifically: (a) The method presented in [16], (b) $l_1$ based feature identification, (c) the method in [85] using the Eq. (55), (d) RPCA based feature identification.

FEATURE-AWARE 3D MESH DENOISING
The identification of features is a vital pre-processing step for many recent efficient denoising processes. Arvanitis et al. [16] classified each face as feature or applied in: (i) noisy objects, (ii) smoothed objects without intense features, pointing the need for an appropriate pre-processing step. The most robust method seems to be the RPCA based approach providing accurate results in any case.
non-feature, in order to accelerate the execution time of the proposed method, by applying additional iterations only to the faces that were classified as features, reducing significantly the total computational complexity. Other methods (e.g., [44]), search for the ideal representative area of each face in order to estimate the guided normals. The identified features are used for selecting the best representative area for each face, improving significantly the outcome of the bilateral reconstruction process. Lu et al. [85] preserve features during the denoising process by performing a series of operations including feature detection, identification, and connection. To achieve the desired results, the authors propose a new feature-aware vertex update algorithm that takes advantage of local geometric neighboring information of each vertex and updates vertices in a feature-aware manner. In the rest part of this subsection, we provide evaluation studies of different feature aware denoising approaches as compared to other state-of-the-art methods for reconstructing various noisy 3D models. In Figures 16, 17 we show the reconstruction results, while the reconstruction...
quality is evaluated using the average angle normal difference $\theta$.

Although the aforementioned approaches are computationally efficient and work well for various noisy inputs, potential users have to fine-tune the parameters and iteration numbers to obtain satisfactory results for meshes with different geometry features and noise levels. Motivated by this observation, we decided to include also results (see Fig. 17) using data-driven approaches (e.g., [16], [47]), that formulate the denoising process with cascaded non-linear regression functions and learn them from a set of noisy meshes and their ground-truth counterparts.

These methods, use training sets of noisy objects, scanned by the same devices, and they are appropriate for removing noise with similar characteristics. While many geometric features are reconstructed adequately, geometric details are not always preserved. In other words, the data-driven methods require a large dataset of models, transforming training into a very time-consuming process.

In Tables 2-3 we provide some additional de-noising results, using as evaluation metrics both the Hausdorff distance error and the average normal angle difference $\theta$.

The presented evaluation studies help us identify several limitations that appear when considering complex noise patterns and/or complex geometries. More specifically, the effect of noise in the estimated bilateral parameters affects also the reconstruction accuracy of the geometric features, e.g., [14], [19], [44]. Though it should be noted that the aforementioned methods can be successfully applied for identifying sharp features and not medium or small-scale features. The method in [83] is an iterative approach combining pre-filtering, feature detection, and $l_1$-based feature recovery. The identified limitations of the presented approach is the increased computational complexity and the fact that in many cases the identified sharp features are irregularly highlighted. The $l_0$ presented in [46], is robust to noise with Gaussian

![Image](image-url)
distribution, however, its performance is significantly reduced in more complex noise patterns (e.g., anisotropic noise, real-scan noise). Despite the good surface reconstruction results they cannot always preserve sharp features well, while in many cases their complexity becomes prohibitive. Finally, the presented denoising approaches cannot be used for reconstructing noisy 3D models where poorly-shaped triangles are formed by vertices mostly lying on sharp edges, (please refer to Fig. 18), a problem that remains a challenge for the future.

FEATURE-AWARE 3D MESH COMPRESSION
The identified features can be used also for efficiently compressing the geometry of a 3D mesh. To be more specific, features convey important visual information that should be preserved in lossy compression approaches in order to provide reconstruction output where the error is not easily perceived. Lalos et al. [84] suggest quantizing the \( \delta \) coordinates of the geometric features and assigning zeros to rest delta coordinates that correspond to non feature points. Thus the encoding vector is written as \( \delta_c = [\delta_{i_1}, \ldots, \delta_{i_a}] \), where, \( \delta_{i_j} = Q(\delta_j) \), if \( v_i \) is feature and 0, otherwise, and \( Q(\cdot) \) is a scalar quantization function. In addition to \( \delta_c \), Lalos et al. [84] also quantize a set of known control points, which are uniformly distributed on the model surface \( v_c = Q([v_{i_1}, \ldots, v_{i_a}]) \) where \( i_a \) is the vertex index and \( a \) correspond to the 1% of the total number of vertices \( n \). The reconstruction of the 3D mesh vertices is performed as in [33], by solving a sparse linear system:

\[
\begin{bmatrix}
L & I_a \\
I_a & 0
\end{bmatrix}
\begin{bmatrix}
v_c \\
v_i
\end{bmatrix}
= \begin{bmatrix}
\delta_c \\
v_i \cdot v_c
\end{bmatrix}
\]

(57)

where \( L \) is the Laplacian operator defined in Eq. (5). The proposed compression approach is shortly presented in Algorithm 3.

Fig. 19 shows the reconstructed meshes at the decoder for different compression ratios using the following approaches: 1) a GFT based compression scheme (Spectral approach) [21], [24] 2) the uniform high pass quantization approach presented in [33] and the 3) the OD3GC method [66] that performs direct quantization to the 3D-space coordinates. By inspecting these figure, it is obvious that the feature aware compression approach, enables aggressive compression ratios, that correspond to 0.5 bit per vertex (bpv), without introducing significant loss on the visual quality, measured

\[\text{Note that spectral method is executed in overlapped parts as described in [21] due to complexity constraints}\]
Algorithm 3 Feature-Aware High Pass Quantization

**Require:** Model \( M \)

**Ensure:** Decompressed model \( \hat{M} \)

for \( f = 1, \ldots, \text{NumberofFrames} \) do
  Construct a matrix with Guided Normals, as shown in Fig. 12;
  Evaluate features by executing RPCA as described in Eqs. (25)-(28).
  Evaluate delta coordinates of feature points using Eq. (2)
  Evaluate delta coordinates of a sparse set of anchors and perform quantization
  At the decoder site solve a sparse linear system, see Eq. (57)
end for

using the NMSVE. Finally, feature agnostic approaches introduce high-frequency errors affecting significantly the appearance of the surface, resulting in a blocky structure, where the errors are highly noticeable even in compression ratios which are higher than 2.5 bpv.

RPCA-BASED DYNAMIC MESH DENOISING

A similar approach can be also used for dynamic mesh compression by applying RPCA to a matrix \( \mathbf{M}_f \in \mathbb{R}^{3n_f \times k} \) where \( k \) is the number of faces in the geometrical or topological neighborhood and \( k \) is the number of frames. Guided normals resulted in very smooth reconstructed surfaces. To address, this limitation we suggest executing RPCA directly to a matrix with normals. The robustness, in that case, is ensured by the exploitation of the temporal coherence (refer to Fig. 13). After identifying the geometric features in each frame, we evaluate the reconstructed vertices by executing the iterative process defined in Eqs. (12), (13). The proposed geometry reconstruction algorithm is summarized in Algorithm 4. By inspecting the dynamic mesh denoising

Algorithm 4 Denoising of Dynamic Meshes Using RPCA

**Require:** Noisy animation \( \mathbf{M} \)

**Ensure:** Denoised animation \( \hat{\mathbf{M}} \)

for \( f = 1, \ldots, \text{NumberofFrames} \) do
  Estimate the face normals for each frame mesh \( \mathbf{M}_f \) individually via Eq. (3)
  Construction of a low-rank Matrix \( \mathbf{M}_n \) according to Fig. 13
  Execute RPCA on normals via Eq. (25)-(26) and estimate \( \mathbf{P}_n, \mathbf{S}_n \)
  if \( S_{fi} < \text{threshold} \) then
    \( \mathbf{n}_{fi} \leftarrow \mathbf{P}_{fi}; \)
  else
    \( \mathbf{n}_{fi} \leftarrow \mathbf{P}_{fi} + \mathbf{S}_{fi}; \)
  end if
end for

for \( t = 1, \ldots, \text{NumberofIterations} \) do
  \( \hat{\mathbf{v}}_{ji}^{(t+1)} = \hat{\mathbf{v}}_{ji}^{(t)} + \frac{1}{|F_j|} \sum_{\mathbf{v} \in F_j} \mathbf{n}_{ki} \left[ \mathbf{n}_{ki}^T (\hat{\mathbf{c}}_{ji}^{(t)} - \hat{\mathbf{v}}_{ji}^{(t)}) \right] \)
  \( \hat{\mathbf{c}}_{ii}^{(t)} = \left( \hat{\mathbf{v}}_{i1}^{(t)} + \hat{\mathbf{v}}_{i2}^{(t)} + \hat{\mathbf{v}}_{i3}^{(t)} \right) / 3; \)
end for
FIGURE 22. Denoising of real scanned 3D models (cone, girl, boy): (a) noisy, (b) bilateral normal [14], (c) $l_0$ min [46], (d) bilateral guided normal [44], (e) feature-aware denoising [16].

results in Fig. 20, it is clearly shown that the use of the individual normals, preserves more geometric details than the used of guided normals.

V. SUMMARY AND OPEN ISSUES

This article presents a comprehensive review of new methodologies that cross-fertilize sparsity-aware signal processing tools with digital geometry processing. The analyzed approaches support fast and efficient outlier rejection, denoising and completion of fully dynamic scenarios with an undefined motion pattern and complex topology modification behavior. In the heart of the reviewed approaches lie several sparse modeling and optimization tools, including Compressed Sensing (CS), Matrix Completion (MC) and Robust PCA (RPCA) approaches simultaneously maintaining fast processing times, plausible reconstruction results and out-of-core behavior. In Figs. 21-22 we illustrate the impact of the presented signal processing tools on a heritage science and a medical example where we process: i) sculpture models scanned by off the shelf devices (e.g., Kinect v1, v2) (see Fig. 22) and 3D lung models reconstructed from CTs/MRIs (see Fig. 21). Although the presented approaches are expected to play a crucial role in this exciting endeavor, there are a lot of open issues awaiting investigation.

The scale of acquired data in real time 3D scanning operations is growing very quickly, requiring the accurate reconstruction of entire scenes with various objects represented by structured shapes. These requirements introduce significant scientific challenges, facilitating a wide number of applications with tight timing restrictions, such as tele-immersion, real-time surface mapping, and tracking, aero-reconstruction for disaster management. Therefore in order to support such challenging problems, the presented approaches should be able to work in a real-time fashion by utilizing both adaptive and distributed approaches.

Another important application of the presented sparse optimization techniques is the consolidation of dynamic point clouds, in order to enhance the captured data. We have seen that graph-based matrix completion techniques can successfully recover the unknown points with only 30% of the original data. The optimization techniques are based on the sparsity of the matrix in the singular value domain as well
as the exploitation of the spatial coherence. The performance of the techniques is depending on the parameters which give different weights to each domain, depending on the specific model to be reconstructed. Therefore, techniques that obtain the values of these parameters in an optimal manner for each specific model would be an important extension of the presented techniques. Moreover, when the whole point cloud is available for processing, a hierarchical or multi-layer approach for the recovery of the missing points could improve even more the performance of the techniques.

Despite the tremendous progress on the landscape of the 3D mesh processing field, we believe that our approaches provides a novel insight at a key area with renewed research interest, where high potential for novel improvements such as online clustering and processing based on the motion, the number and the scale of geometric features, is feasible in the near future.
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