
Virtual reality interfaces can immerse users
into virtual environments from an impres-

sive array of application fields, including enter-
tainment, education, design, and navigation.
However, history teaches us that no matter how
rich the content is from these applications, it
remains out of reach for users without a physical
way to interact with it. Multimodal interfaces
give users a way to interact with the virtual envi-
ronment (VE) using more than one complemen-
tary modality.

Masterpiece (which is short for Multimodal
Authoring Tool with SIMILAR Technologies from
European Research utilizing a Physical Interface
in an Enhanced Collaborative Environment) is a
platform for a multimodal natural interface. We
integrated Masterpiece into a new authoring tool
for designers and engineers that uses 3D search
capabilities to access original database content,
supporting natural human–computer interaction.

Masterpiece increases the user’s immersion
with a physical interface that’s easier to use than
a traditional mouse and keyboard. The user can
generate and manipulate simple 3D objects with a
sketch-based approach that integrates a multi-
modal gesture–speech interface. They can then
assemble their 3D parts into more complex
objects. Moreover, the user can access a database’s
original 3D content using a 3D search engine.1–3

Using the rough sketch they created, users can
search for similar 3D content in the database.

Application framework
A prospective Masterpiece user might want to

generate a 3D virtual environment by accessing
models in a database using a sketch-based 3D
content-based search. Using Masterpiece, the
user would be able to

❚ manipulate 3D objects in a 3D environment—

including translation, rotation, scaling, defor-
mation, and so forth;

❚ assemble mechanical objects from their spare
parts;

❚ import 3D primitive objects using sketches;

❚ manipulate and deform the primitive objects
to generate more complex structures; and

❚ perform content-based 3D search using as a
query either a scene object or a model the user
designed by combining primitive objects.

Unfortunately, it would be difficult to operate
such a system with standard keyboard-mouse
input devices. The problem is that it’s not easy to
reproduce 3D actions using 2D input devices.
(See the “Multimodal Interface Research” sidebar
for details on other related work in this area.)

With Masterpiece, we let designers physically
interact with the application to overcome the
need to transition between the 2D input devices
and the 3D VE. In particular, our multimodal
interface consists of the following modules:

❚ speech recognition for specific commands,

❚ gesture recognition for efficiently handling 3D
objects using 3D hand motions,

❚ recognition of 2D sketches,

❚ primitive model import and manipulation
using gestures, and

❚ deformation of objects using gestures.

Speech recognition helps Masterpiece recognize
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specific commands that signify the beginning of an
action. Typical commands include “rotate,” “move,”
“scale,” “search for similar content,” or “clone
object.” After defining the action, we use gesture
recognition to perform the task—for example, users

rotate an object by rotating their hands, the system
moves an object to the 3D area the user points to,
and so on. Finally, a user terminates a performed
action giving the command “stop action.” Table 1
illustrates actions controlled by gesture and speech.
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Since Richard Bolt’s pioneering “Put-That-There” system,1

researchers have known that among the gestures humans natu-
rally use to communicate, pointing gestures associated with
speech recognition lead to more powerful and natural
human–machine interfaces. In a related “Wizard of Oz” experi-
ment,2 subjects were asked to manipulate 3D objects in a virtual
game environment. This work shows that, if given the opportu-
nity, 60 percent of subjects would use multimodal interaction
more than 60 percent of the time to interact with the game.

Ed Kaiser et al.3 showed that a user can manipulate and rotate
objects with one-hand gestures and speech using magnetic sensors.
Latoschik’s multimodal system4 allowed bi-manual manipulation of
virtual objects thanks to two data gloves. Still, using instruments con-
strains the interaction and often tethers the user to the machine.

In Nils Krahnstoever’s et al.’s research,5 the user is free to use
more natural gestures thanks to a vision-based recognition sys-
tem. One-hand gestures are recognized using hidden Markov
models (HMM). However, due to the statistical method they
use for continuous recognition, the speech- and gesture-recog-
nition systems typically provide results only after a one-second
delay. Moreover, other experiments6 have shown that speakers
often use both hands during a descriptive monologue. For
example, in Krahnstoever’s experiement,5 the use of a single
camera leads to simple assumptions on background, and the
cursor’s displacement is linked to the hand’s 2D position only.

Our system allows unconstrained and natural 3D gestures of
both hands by using stereo camera-based gesture recognition.
We make no assumptions about the background, which can

contain other moving persons without disturbing the tracker.
Speech recognition delivers results with an acceptable lag of
240 milliseconds. We also use iconic bimanual gestures for rota-
tion and resizing as well as deictic gestures for selecting and
moving objects to create an intuitive interface that users can
pick up without any previous training.
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Table 1. Speech- and gesture-controlled actions.

Speech Commands Actions Performed Gesture Commands Actions Performed 
Search Use the selected object as query and Pointer control The 3D pointer follows the user’s  

search for similar content hand motion

Select group Initiate grouping the primitives and call the Selection Point at the object to be selected 

selection command for each primitive 

Retrieve Retrieve the objects from the database Translation Move the hand until the object reaches 

starting with the most similar the target 3D position  

Next Retrieve the next most similar object Rotation Rotate the hands like grabbing and 

rotating a sphere  

Delete Delete selected object Scaling Increase/decrease the distance between

the two hands

Clone Clone selected object    

Sketch Start freehand sketching    

Stop action Stop currently performed action



Figure 1 illustrates the platform’s architecture.
The system consists of interaction and process-
ing parts, which are distinct but interrelated. The
interaction hardware components include a
stereoscopic camera, microphone and speech
transmitter/receiver, and a large display.

Masterpiece modules
Figure 2 illustrates the architecture of the

Masterpiece physical interface. The two input
modalities—gesture and speech—drive the system,
while the distributed processing module performs
all the processing. The system projects output onto

the large display and provides the user with feed-
back through a virtual guide. This article describes
the interface’s most important features.

Authoring tool
Masterpiece’s core application is a physical-

interaction-based VR tool for authoring VEs.
Besides the gesture–speech interface, the core
application supports interaction with haptic
devices and stereoscopic displays. Moreover, it
uses several smart modules, such as the snap and
collision agent, to carry out the corresponding
complex tasks. The authoring tool integrates a
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Figure 1. The

Masterpiece platform’s

architecture. The
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including the large

display, the stereoscopic

camera, and
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handling all events

generated by the user’s
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Figure 2. The Masterpiece processing modular architecture. The user’s input to the system includes speech commands and deictic

and iconic gestures. The core application recognizes the input actions and provides verification feedback to the user through a virtual

guide. The sketch-recognition and 3D search modules are used to design simplified versions of a target object and to search for

similar content, respectively. At every time step, the system displays the result of the user’s actions on the large screen.
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3D search and retrieval engine, which can search
for 3D objects in a database using another 3D
object or a model the user designed as a query.
Based on that query, the tool retrieves the most
similar 3D content in terms of a distance metric
between their descriptor vectors. (See the “3D
Content-Based Search” sidebar for more details
about this application area.)

Finally, to make the interface more natural,
we included a talking-head agent to provide feed-
back about the task status. It provides audio–visu-
al information about the recognized voice
commands and the head and hand tracking. The
virtual guide we integrated into Masterpiece
greets new users. When the user is lost or local-

ized again by the system, the clone provides the
appropriate feedback.

Gesture recognition
Most people instinctively use the eye-tip of

the finger line to point at a target. We use this
convention in the Masterpiece framework to esti-
mate the user’s pointing direction. More precise-
ly, we estimate the pointing area by projecting
the head–hand axis to the screen.

The system detects and tracks head and
hands4 (see Figure 3a) using the 3D data that a
stereo camera provides. The user’s face is auto-
matically detected by a neural network—see
related work5 for a full description. Hands are

Three-dimensional content-based search and retrieval is a
challenging research area with numerous application branches
such as recognition in computer vision and mechanical engi-
neering as well as content-based search in e-commerce and
edutainment applications. These application fields will expand
in the near future because the 3D-model databases are grow-
ing rapidly due to recently improved scanning hardware and
modeling software. Furthermore, the increased processing
power of the latest graphic cards enables fast processing and
visualization of complex 3D shape representations, even on
standard desktop computers.

State-of-the-art approaches usually extract geometric char-
acteristics (descriptors) of the 3D objects and subsequently com-
pare these descriptors to measure the similarity between
objects.1 The descriptors can be coefficients of 3D Fourier-based
expansions or more complicated and sophisticated measures
with specific attributes such as rotation invariance, indepen-
dence from the sampling density, and robustness to noise. The
3D search engine we integrated into Masterpiece produces rota-
tion-invariant descriptors using the spherical trace transform.1

Most approaches need a query model based on objects’ simi-
larity. This requirement is restrictive because of cases when users
know what they want to search for but no query object is available.

The following scenario illustrates a realistic use case: The user
of a virtual assembly application is trying to assemble an engine
with spare parts. He inserts some rigid parts into the virtual
scene and places them in the correct position. At one point, he
needs to find a piston. Normally, he would have to manually
search in the database to find the piston. However, it would be
faster and easier if the user could sketch2 an object similar to a
piston and search for similar content in the database.
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Figure 3. (a) In the

camera image, the blue

rectangle indicates the

head, the red circle

indicates hand one,

and the green cross

indicates hand two. 

(b) The system assigns

observations to one of

the four models

depending on their

probabilities. In this

image, the blue is the

head, the red blob is

hand one, the green

blob is hand two, the

gray area is discarded,

and the white pixels are

ignored in Expectation

Maximization.

(a) (b)



detected as a skin-colored moving area in front
of the user.

The first detected hand is tagged as the “point-
ing hand’’ and the second as the “control hand.”
Hence, the system works for both right- and left-
handed users. It doesn’t explicitly differentiate
the right hand from the left because the pre-
dominant hand is generally used to point.

Once detected, we track the head and hands
simultaneously until tracking failure, at which
point the algorithm automatically retriggers
detection for the lost part. The tracking process
represents each new image with a statistical
model using the Expectation Maximization algo-
rithm.4 The statistical model consists of a color
histogram and a 3D spatial Gaussian function for
each tracked body part (see Figure 3b).

During runtime, speech commands trigger
gesture recognition. For example, the “scale”
command lets users resize objects proportional-
ly to the distance between their hands. Table 1
lists the speech- and gesture-controlled actions.

Speech recognition
To recognize speech commands, we linearly

sample the speech signal at 8 kHz in 16 bits.
Next, we compute Mel frequency cepstrum coef-
ficients (MFCC). The recognition system uses the
frame energy, 8 cepstral coefficients, and an esti-
mation of the speech signal’s first- and second-
order derivatives. 

In the decoding system, we use hidden
Markov models and a grammar to describe the
sentence syntax the system recognizes. The sys-
tem recognizes a 50-word vocabulary. Depending
on the context, each word is obtained by pho-
netic unit concatenations that are allophones.6

The system finally outputs the n-best results.

Query model generation, sketch recognition
This module helps users efficiently design an

approximation of an object they want to search
for in the database. The 3D primitive objects
vocabulary that Masterpiece supports consists of
seven objects: sphere, cylinder, cone, paral-
lelepiped, pyramid (with parallelepiped base),
pyramid (with triangular base), and prisma. The
vocabulary might initially seem limited.
However, in the tests we performed, we found
that users used cylinders, spheres, and paral-
lelepiped almost exclusively for all the objects
they built.

The user must follow five steps to build an
object:

1. Sketch the 2D contour of the desired primi-
tive object.

2. Choose among the corresponding 3D shapes
using speech (for example, for a circle, choose a
sphere, cylinder, or cone) and define its height
using gesture. The size of a cylinder’s base is
acquired from the sketch but not its height.

3. Deform the surface, if desired.

4. If a new primitive is needed to form a more
complex shape, go to step 1. Otherwise, pro-
ceed to step 5.

5. Assemble primitives to form the final shape.

Figure 4 illustrates these steps.
To accomplish 2D sketch recognition, we

must preprocess the acquired trajectories. They
aren’t uniformly sampled because it’s difficult to
keep a constant sketching speed and they exhib-
it points that don’t belong to the intended shape
at the beginning and end.

Therefore, we apply a filter before recognition,
which resamples the points in the contour uni-
formly to keep the distance between two succes-
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Figure 4. The query

model generation
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users sketch the 2D
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corresponding
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cylinder) using speech.

In the third step, the

primitive is deformed.

If an extra primitive is

necessary, the

procedure is repeated;

otherwise, the

primitives are

assembled to form the

query object.
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sive points constant. This prevents the undesired
effect of the point clustering, which we see main-
ly at shape corners. Moreover, the filter discards
the undesired points at the contour’s beginning
and end by detecting the possible cross section
and keeping only the points that form a closed
trajectory.

To recognize the contours’ 2D shape after fil-
tering, we initially fit the three possible parame-
terized geometrical shapes (such as circle, ellipsis,
triangle, or rectangle) to the obtained trajectory
using the Levenberg-Marquardt method for
unconstrained nonlinear least-squares mini-
mization. This is an iterative technique that finds
a local minimum of a multivariate function
that’s expressed as the sum of squares of nonlin-
ear functions. The shapes’ parameter space
includes parameters for object position, rotation,
scaling, and so on. We estimate initial values
from the data’s statistical properties—for exam-
ple, the data points’ mean, maximum, and min-
imum. After finding the optimal solution, we
compare the least-squares errors (or the sum of
the squared distances of each point from the
shape) and classify the object to the category
with the minimum least-squares error. Figure 5
illustrates the algorithm’s flow chart.

Figure 6 illustrates four cases of shape recog-
nition, where the recognized shape is drawn in a
red dashed line. To address shape irregularities
and gesture-tracking noise, the algorithm resam-
ples the gesture trajectories and discards the noise
points at the beginning and end of the sketch.

After recognizing the sketch’s 2D shape, we
have already defined the object’s projection to a
plane and a sample object appears on the screen.
Until the user utters the “OK” command, the
object scales nonuniformly alongside the per-
pendicular direction to the sketch plane by fol-

lowing the user’s hand—that is, it becomes larg-
er or smaller when the user moves her hand up
or down, respectively.

In the next step, the user can deform the gen-
erated primitive object. We included deforma-
tion so the user could interactively affect the 3D
object’s triangulated model.

Preprocessing
filter

Levenberg-
Marquardt

optimization

Circle
parameters

Ellipsis
parameters

Triangle
parameters

Rectangle
parameters

Recognized
shape and
parameters

Trajectory
points

Figure 5. Flow chart of

the sketch-recognition

algorithm. The

trajectory points of the

user’s sketch comprise

the system input. They

are initially filtered to

provide equally spaced

trajectory points. Next,

they are fitted to four

primitive shapes and,

finally, the trajectory is

classified to the shape

that produces the

minimum mean

squared error.
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Initially, a number of control points are auto-
matically defined on the object’s surface. To
deform the mesh, the user moves the control
points, and the translation is propagated to the
object elements (such as vertices or triangles) in
a decreasing manner with respect to their geo-
desic distance from the control point. The points
that are far away from the control point are trans-
lated less than closer points. Unlike the Euclidean
distance, the geodesic distance is the minimum
distance between two points on a surface—that
is, the minimum length of the surface curve that
connects them.

After the primitive objects are imported into
the screen and processed accordingly (scaled,
rotated, and/or deformed), they are translated to
the desired position so that the user can build the
targeting object.

Application demos
We’ve used two scenarios to test Masterpiece:

assembling a piston and designing VEs using
content-based 3D search and sketch-based query
models.

In the first scenario, the user had to assemble
a piston using the developed gesture–speech
interface. Specific speech commands we described
earlier were used to select an action and then the
objects were manipulated using gestures. Figure 7
illustrates the assembly procedure’s two phases.

The aim of the second scenario was for users
to design 3D VEs. Initially, users had to draw
primitive objects using sketches and then assem-
ble them into a more complex sketch. They then
had to query the 3D content-based search engine
for similar content.

Figures 8a and 8b show two snapshots using
this procedure to design a car and retrieve similar
content. Only one of the retrieved objects in
Figure 8b isn’t a car, but all the objects have a sim-
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Figure 7.

Gesture–speech-based

assembly of a piston 

(a) during and (b) after

the assembly procedure.

Figure 8. With

Masterpiece, the user

attempts to (a) sketch a

car and (b) retrieve

similar objects using

the sketched car query.

(c) The user can also

retrieve similar objects

using a sketched chair

as a query.

(a) (b)

(a)

(b)

(c)



ilar geometrical shape. Figure 8c shows the objects
the system retrieved when the user attempted to
sketch a chair. Finally, Figure 9 illustrates the
result of designing a living room and an office
using Masterpiece’s sketching utility.

Evaluation
We used many scenarios to evaluate our

sketch-based 3D search platform in addition to
the two we’ve described here. We compared all
our results with a VR interface that uses the
CyberGrasp haptic glove for interaction and a
simple interface that uses a 2D mouse that can be
operated in the 3D space using a gyroscope (see
Figure 10). Our aim was to test our approach
against different interfaces with respect to sever-
al parameters, as Table 2 illustrates.

The Masterpiece interface is superior in terms
of user immersion, usability, 3D manipulation
efficiency, and device intrusiveness. The haptic
glove interface seems to be more robust, but the
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Figure 9. Users can design more complex sketches

such as (a) a living room or (b) an office using

Masterpiece.

Table 2. Interface comparison.

Interface Attributes Masterpiece Haptic VR Air Mouse  
User immersion Very high High Very low  

Usability Very high Very high Moderate  

3D manipulation efficiency Very high Very high Very low 

Mobility Very low Very low Very high  

Robustness High Very high Very high  

Computational efficiency Moderate Moderate Very high  

Device intrusiveness Very low High Low 

Cost Moderate High Very low

Figure 10. User

attempting to perform

similar operations

using (a) the

Masterpiece interface,

(b) a haptic glove

interface, and (c) an 

air mouse interface.

(a)

(a)

(b)

(c)

(b)



user must wear relatively heavy equipment, and
the gear requires some initialization time prior to
starting the interaction. Finally, the air mouse
interface is a cheap solution, but it’s inferior to
the others, especially in terms of easily manipu-
lating objects in a 3D environment.

Our system evaluation also illustrates that the
gesture–speech interface is a feature that’s nice to
have, but it isn’t absolutely necessary. On the con-
trary, users consider the sketch-based query-gen-
eration module important because it significantly
reduces the time needed to perform 3D content-
based search if no query model is available.

Conclusion
Our experiments and tests show that

Masterpiece is user friendly and dramatically
increases the user’s immersion in the application.
In the near future, we plan to extend it by adding a

3D surface sketching capability so users can more
effectively design 3D objects. Moreover, we will
explore the possibility of navigating in game-like
VR environments using Masterpiece’s interface
augmented with feet recognition and tracking. 

We believe realistic physical interfaces are the
near future in the realm of human–computer
interaction. The time when VR applications will
be totally guided using unobtrusive interfaces
isn’t far away. MM
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